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The future for
science in Europe is
bright – and full of
clouds!
It may be named after a dying star, but the Helix

Nebula project is very much alive. Now half way

through its pilot phase, the project is moving ahead

with new organizations coming on board.
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ESA's ESRIN facility in Frascati, Italy, where yesterday's
event

was held. Image courtesy ESA.

Last week, the Helix Nebula consortium held an

event at the European Space Agency's ESRIN

facility in Frascati, Italy, to review the success of

the project's proof-of-concept phase. Helix Nebula

aims to pave the way for the development and

exploitation of a European wide cloud computing

infrastructure. While this is initially based on the

needs of IT-intense scientific research

organisations in Europe, Helix Nebula intends to

also serve governmental organisations and industry

and, as such, will also reflect the needs of these

stakeholders. According to the project's website:

"This pan-European partnership across academia

and industry is working to establish a sustainable

European cloud computing infrastructure,

supported by industrial partners, which will

provide stable computing capacities and services

that elastically meet demand."
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"Helix Nebula is a partnership that was born out of

a vision," says Maryline Lengert a senior advisor in

the IT department of the European Space Agency

(ESA), a founding partner of the initiative. "We

want to operate as an ecosystem. Today, the market

is fragmented, but we want to bring it together and

by doing so we will benefit from the stability of

diversity." To support this, Lengert highlights the

fact that the Helix Nebula consortium has already

grown from 20 to 34 partners in just the last year

alone. Hans Georg Mockel, who is director of

human resources, facility management and

informatics at the ESA, says that the project has so

far worked very well for his organization. "The

proof-of-concept phase has demonstrated the

feasibility of the [Helix Nebula] strategy and now

we're starting the next phase."

"Space missions and their expectations have

changed with the evolution of the internet,"

explains Mockel. "People want to have access to

large amounts of mission data immediately. We

need to do it [dissemination] in an efficient,

economical way and we want to do it with other

scientific organisations in similar situations." He

says that the solution is for organizations to go

beyond providing their own infrastructure and to

federate things on a European level through the

science cloud.

Flagships flying high

ESA, is working in collaboration with the French

and German national space agencies, as well as the

National Research Council in Italy, to create an

http://www.sienainitiative.eu/Pages/Static.aspx?id_documento=26feb223-de2e-4387-b1d3-72f4d3427215
https://tnc2012.terena.org/getfile/849
http://www.cnes.fr/web/CNES-en/7114-home-cnes.php
http://www.dlr.de/dlr/en/desktopdefault.aspx/tabid-10002/
http://www.cnr.it/sitocnr/Englishversion/Englishversion.html
http://www.helix-nebula.eu/index.php/helix-nebula-use-cases/uc3.html
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Earth observation platform focusing on earthquake

and volcano research. However, the maps created

through this project can take over 300 hours of

sequential computation time to complete, explains

ESA's Sveinung Loekken. "We want to put the

processing of the maps onto the cloud, rather than

on somebody's workstation, which obviously

struggles to handle it," says Loekken. "We want to

give people access to large data processing

capabilities. This is the raison d'être of the

scheme."

This project is one of three flagship projects

undertaken during Helix Nebula's two-year pilot

phase. Ramon Medrano Llamas presented findings

from CERN's flagship project, which has seen the

organization gain access to more computing power

to process data from the international ATLAS

experiment at its Large Hadron Collider

accelerator. This has allowed CERN the possibility

to dynamically acquire additional resources when

needed. "The proof-of-concept deployment has

been very successful," concludes Llamas.

"Processing in the cloud clearly works." Over the

longer term, it is also hoped that use of commercial

cloud resources could become a useful addition to

very large data centres owned and managed by the

scientific community.

Helix Nebula's third flagship project involves the

European Molecular Biology Laboratory (EMBL),

headquartered in Heidelberg, Germany. Rupert

Lueck, head of IT at the organization, explained

how they have been working to establish a large-

http://www.helix-nebula.eu/index.php/helix-nebula-use-cases/uc3.html
http://www.helix-nebula.eu/index.php/helix-nebula-use-cases/uc1.html
http://atlas.web.cern.ch/Atlas/Collaboration/
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https://www.youtube.com/watch?v=aLkTbj2ysRY
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scale next generation genome analysis facility on

Helix Nebula. "Biology and life sciences have a big

need for high-performance computing and for e-

infrastructure which can cope with a large amount

of data, says Lueck. "In order to understand DNA,

we need to analyze sequences of up to three billion

base pairs. It's a lot of information and you have to

make sure all the information is in the right place."

However, not all biology laboratories have the

infrastructure to process this amount of data,

explains Lueck. "That's why we have need for fast,

shared file systems," he says. Many of the

computational tasks carried out by EMBL

researchers can also take a very long time to

complete - often over a week. This dictates the need

for the cloud storage to be very stable, as

researchers certainly don't want to have to restart

these jobs if something gets lost. However, Helix

Nebula has so far proven up to the task, reports

Lueck.

Interdisciplinary innovation

"It's not enough to simply produce data, we need to

make sure data is fully exploited and that there's an

economic return in what we find," says Thierry van

der Pyl, the European Commission's director of

'excellence in science'. "Europe is in a difficult

economic situation. This means, more innovation.

And for science it means it's important to better

translate research into products and values… this is

the driving force." Pyl believes that the Helix

Nebula project already provides a good example of

exactly how this should be done.

http://www.e-sciencecity.org/HPC-tower/
http://gridtalk-project.blogspot.ch/2012/12/a-view-of-horizon2020-from-thierry-van.html
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Despite this, Pyl is keen for Helix Nebula to branch

out into new fields in the future. "How can we use

the science cloud as 'a lead market' to stimulate

development of cloud in Europe beyond science?,"

he asks. "I urge you to work beyond silos and to

find commonalities between disciplines. We need

to avoid re-inventing the wheel each time, as we all

too often do," warns Van der Pyl. He concludes:

"Helix Nebula is paving the way for working across

disciplines and is helping to make Europe more

innovative."

Finally, Robert Jenkins, CEO of CloudSigma, one of

the participating organizations on the supply side

of the project, also spoke at last week's event. He

neatly summed up the situation for the project

during his talk: "Helix Nebula is really trying to

push the envelope in terms of what's possible with

cloud and we're dealing with some very thorny

problems. That's why we've come together to try to

solve them."
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