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A decade of iISGTW!

This issue marks the 10th anniversary of iSGTW.
We would like to take this opportunity to thank all
our readers and all those who have contributed to

the publication over the last decade.
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A decade of iISGTW!
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Calendar /Meetings

Feature Story

APRIL

25-29, 1SGC 2005 The Intamnational
Symposium on Grid Computing
Taipsi, Tawwan

25-29 5th Annual Access Grid Astrest
2005, Millbrae, CA

27-29, GrifhyN Al Hands Mesting
Chicaga, IL

MAaY

1-5, 2005 Spring Intemnet2 Mesting
Artingtan, WA

2-6, Grid Asia 2005, Biapaks,
Singapare

3, Open Science Grid Consartium
Council Mesting, Madisan, Wl

4-5, US LHC 0556 Technabogy
Aoadmap Mesting, Madisan, Wl

5-6, GEON 3rd Annual Mesting, San
Di=ga, CA

Graphic of the Week

MRI image the: Function
BIRN Human Phantom Study
©2004 Drs. Gary Giaver and Lara
Foland, Stanfard Lnhersity, Function
BIAN

The Blomedical Informatics Reseanch
Netwark (BIAN) i a National Instifutes
of Health inftistive that fosters
distributed callsbaratians: in
hiomesdical soience using infarmatian
technalagy innavatians.

Learn mare. ..

Computatianal Chemilstry
‘Warkshop Features Collaborations
Large and Smal

Camgutatianal

ndrvidually ar
n smal
graups, Dut
they nesd
scoess ta the
same netwarks
of computing
resources

Blake Harvey.

develaped far ik an image B view
targe-scale angar varsian)

solence and

anginssring prajacts. Asssarchers
devsioping the Computationa
Chamistry Grid are warking ta provide
chemists with such resources using
the GridChem applicatian and
supercamputing resources fram five
collaborating nstIutons.

A GridChem tutorial kicked off the
fifth annual Computational Chemistry
‘Warkshap, haid April 17-19 at the
University of Dlingis” Natianal Canter
uparcamauting Apglicatians in
Urhana, inas. The warkshap
featured keynote speakers from the
fiskds of chemistry and comp
ncluding Sangtae Kim fram the
cience Foundation, as wel
25 presentations an the COG and
ather grid projects fram physics,
makstular Drngy, nanotechnakagy
and enginesnng.

ridChem are

ng pesces of software
and technaiagy and using o of

Qlus o oreatE an onviron men it

will provide a collection of grid-has.
resgurces for chamical physics
applications,” ewplained the NCEA'S
Jahn Tawns. “We're trying o pravide
experimental chemists with an essier
nterface to simulation technalogy.®

“The and
hrveraging ewist

Rasd mars...

DOE Commentary

Smw

Eight megawatts &5 the astimated
amount of power nacsssary torun sl
computer processars and disk sarvers
fiar the Large Hadron Collider
axpeniments in 2008. This is equal to
the pawer drawn by 10,000 taasters.
Credit: Tan Fisk, Fermilab

Grids in the News

LHC Computing Centres Join
Forces for Global Grid Challenge
Fram the Interactions Mews Wire, April
25, 2005

Geneva, 25 April 2005 - Taday, in a
significant milestane for sclentific grid
computing, ekght major computing
centres successfully completed a
challenge ta sustain a continuous
data flow of 600 megabytes per
sacand (ME/s) an aversge far 10 days
fram CERN(1) in Geneva, Swirzerand
0 SEven e in Eurcps and the US.
The total amaunt of data transmitted
during this challenge-500 terabytes-
wauld take about 250 years ta
dewnload using a typical 512 kilabit
per secand househald braadband
cannectian.

Aasd mars...

PDF Warsian Printing

Particl: physis
discaveries. require
callecting and
processing huge
amaunts of data,
and the sclentists
invatved in
particie physics
axpeniments
numher in the Rabin
hundreds and

come fram many continents. Ta allaw
such lange groups ta wark effectively
together, we are dewvsloping new
camputing technalogies ta connect
warldwide computing pawer and
szambssly mave data aver the
system.

arffin

This n&w anviranment calis far new
warys: of thinking and warking
colisharatively. Groups funded by the
Departmant of Enargy and the
National Science Foundatian are
creating prajects like Trillium and the
Open Science Grid to share resaurces
and expertise. As science projscts in
all fislds becoms mare comphex and
resssrch extends to all corners of the
glabe, warldwide grids supported by
high-spesd netwarks will he
necescary ta ensure that sclentists
and students everywhere have access
ta the best tools, data and programs.

We welcame Science Grid This Wesk
2 a communfty-buiiding inftiztive
warking to cannect and infanm L.5.
schentists working with and an the
grid. We're still in the early stages of
grd development, and the result
could fundamentally change the way
we da schence. As it unfolds, we kiok
farward ta reading all abaut & in
Science Grid This Wesk.

Robin Staffin is the U.S. Dapartment
of Energy’s Associate Directar far
High Emergy Physics in the Office of
Scence.

Fermilab’s DZers Experiment
Crunches Record Data with the
Grid
BATAVIA, IL--
Hundreds af
scientists fram
the DZera

callsharation at m

tha Dapartmant

Labaratary are

using the
technakogy of

& futurs to
ArOCESS partcin
physics dats

today. Using

grid computing,
faciitties in six —
countries around the globe have
begun ta provide camputing power
squivalent to 3,000 ane-gigahertz

P m Il processans to orunch mane
apsnme data than sver bafare, In
six manths, the computers will chum
through 250 terabytes of data—
enough ta fill a stack of CDs as high
a5 France's Eiffel Tawer.

*We're using the grid ta process thres
years' worth of data—one hillion

particle collisians—in six manths,* said
tist Daniel Wicke,

an ke fram ¢ t
Wuppartal, Garmany, wha haads the
reproceszing effart. “DZera has a lang
histary of using computing resources
fram outside Fermilah, including a
praject in 2003 ta send a much
smaller amount of data off-site far
reprocessing. We knew that this much
bigger affar, ramately processing ten
timas mare callisians than befare
using five timas the numbar of
computers, would be passible.®

As new data s recorded with the
DZara datectar at the Tevatran, the
warkl’s highast-snargy partick
accelerstor located in Batavia, IL, & i
processed inta a farm useabbe by
physicists. The cluster of ane
thausand computer processars
dedicated ta DZera computing at
Fermilab & kept busy processing the
neEly anquined data,

Rasd mare...

NSF Commentary

‘What is the

arid? Aska

sclentist that

questian today

and you maght

hear about

advanced

camauting and

natwarking

resaarch, effarts

underway ta link

sclentists to each Fazesh Dehmer
ather and ta their

data, and the power of grids ta
rewalutianize reseanch. Grids are
already Being used o connect peop ke
and prajects, a5 callaboratians gam ug
warkdwids to mplat new tecnnakg ks,

In sddmiaon ta sdvancing sckntific
knawkedge in fiskds fram enginssring
o medicine, grid computing alsa
exchinits great patential ta affect
sclentific education. Ask an
undergraduate student in ten years
about the grid. and we hape you'll
hear ahout the cutting-edge physics
resasrch that her calisge =
partiipating in. Or ask a middie-
=choal teacher, and maybe hell tell
¥ou about the genetics praject his
claszroom ks callaborating an with
students across the glabe. W all have
an interest in creating a warkfarce
that's trained in computing and
collabaration & well 35 the vt
soientefic sdvances. The grid hakds
great pramiss for getng us thene

Jaseph Dehmer is the Director of the
Division of Physics in the Mathematical
and Physical Sciences Dirsctorate at
tha Natianal SckEncs Foundatian.

Click the image above to view the first ever issue of

SGTW on the interactions.org website.

issue marks the 10th anniversary of iSGTW.

1ISGTW began as Science Grid This Week (SGTW),
which was first published in April 2005. Back then,

the fastest supercomputer in the world had a
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Linpack benchmark performance of around 140
teraFLOPS (compared to the current record of
almost 34,000 teraFLOPS) and there were only
around a third as many internet users as there are

today.

The publication went international in November
2006, becoming International Science Grid This
Week (iISGTW). Since then it has grown steadily,
receiving over a million visits from countries all
over the globe. By email alone, iSGTW now has

around 11,000 weekly subscribers.

We would like to take this opportunity to thank all
our readers and all those who have contributed to

the publication over the last decade.

Don't forget, you can subscribe to iSGTW's free
weekly newsletter here and you can also find us on
both Facebook and Twitter.

Please don't hesitate to get in touch with us via
editors@isgtw.org if you have news you would like

to share with our readers.

Finally, you may be interested to read some of our

most popular feature articles from the last 10 years:

1. Turning the microscope inwards: Studying scientific software
ecosystems

2. CERN lends a hand to the origin of life

3. Virtual atom smasher in LHC@Home

4. Seven innovative ways to cool a scientific computer

5. From mice to men

Read more: From the early days of grid

computing to the era of ‘big science’.
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-- Andrew Purcell

A decade of iISGTW!

Join the
conversation

Contribute

Do you have story ideas or

something to contribute? Let

us know!

OUR UNDERWRITERS

Thank to you our underwriters, who have
supported us since the transition from
International Science Grid This Week (iISGTW)

into Science Node in 2015. We are incredibly

grateful.

View all underwriters

CATEGORIES
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Big data

Tech trends
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